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• Language technology 

developer

• Localization service 

provider

• Leadership in smaller 

languages

• Offices in Riga (Latvia), 

Tallinn (Estonia) and Vilnius 

(Lithuania)

• 120 employees

• Strong R&D team

• 9 PhDs and candidates



bridging the 

language barriers 

making

multi-lingual web 

accessible

statistical machine 

translation
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how to tailor MT 

for smaller 

languages and 

special domains



the new paradigm  

for user-tailored 

machine translation



LetsMT! 

takes the 

complexity out of 

machine translation

[ttable-file]

0 0 5 /.../unfactored/model/phrase-table.0-0.gz

% ls steps/1/LM_toy_tokenize.1* | cat

steps/1/LM_toy_tokenize.1

steps/1/LM_toy_tokenize.1.DONE

steps/1/LM_toy_tokenize.1.INFO

steps/1/LM_toy_tokenize.1.STDERR

steps/1/LM_toy_tokenize.1.STDERR.digest

steps/1/LM_toy_tokenize.1.STDOUT

% train-model.perl \

--corpus factored-corpus/proj-syndicate \

--root-dir unfactored \

--f de --e en \

--lm 0:3:factored-corpus/surface.lm:0

% moses -f moses.ini -lmodel-file "0 0 3 

../lm/europarl.srilm.gz“

use-berkeley = true

alignment-symmetrization-method = berkeley

berkeley-train = $moses-script-

dir/ems/support/berkeley-train.sh

berkeley-process = $moses-script-

dir/ems/support/berkeley-process.sh

berkeley-jar = /your/path/to/berkeleyaligner-

2.1/berkeleyaligner.jar

berkeley-java-options = "-server -mx30000m -ea"

berkeley-training-options = "-Main.iters 5 5 -

EMWordAligner.numThreads 8"

berkeley-process-options = "-

EMWordAligner.numThreads 8"

berkeley-posterior = 0.5

tokenize

in: raw-stem

out: tokenized-stem

default-name: corpus/tok

pass-unless: input-tokenizer output-tokenizer

template-if: input-tokenizer IN.$input-

extension OUT.$input-extension

template-if: output-tokenizer IN.$output-

extension OUT.$output-extension

parallelizable: yes

working-dir = /home/pkoehn/experiment



load & share data

click to build

use immediately







Data for SMT training









integration in 

translation 

tools



• Moses - open source MT 

platform

• highly customized for 

performance, robustness and 

scalability

• cloud-based infrastructure

• technologies for processing and 

alignment of multilingual texts

• language specific modules

• APIs for integration into 

applications

technology



%

productivity

24%-

32.9%*

*  Skadiņš R., Puriņš M., Skadiņa I., Vasiļjevs A., Evaluation of SMT in 

localization to under-resourced inflected language, in Proceedings 

of the 15th International Conference of the European Association 

for Machine Translation EAMT 2011, p. 35-40, May 30-31, 2011, 

Leuven, Belgium



language service market 

31.44 
billion USD

market



surpasses

Google Translate*

*generic and domain specific systems for Baltic 

languages provides better quality in both 

automatic (BLEU) and human evaluationquality



professional translator

international organizations

universities & researchers

casual users

human 

users



dictionary & translation tools
e.g. Tildes Birojs

mobile translators
e.g. Moravia and Tilde mobile apps

content analytics
e.g. SemLab newssentiment.eu

website translation tools
e.g. UFZG browser widget

machine 

users



The customized LetsMT! engine provided 

better results within our scenario in 

comparison with the results achieved 

using Google Translate

The estimated productivity increase was 

about 25% when compared with 

translating without MT

The engine output suggested the correct 

and required terminology – this has been 

found as the most useful benefituser 

testimonies
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build your own 

MT engine

!


